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Abstract—In wireless fading channels, multi-user scheduling has the potential to boost the spectral efficiency by exploiting diversity gains. In this regard, proportional fair (PF) scheduling provides a solution for increasing the users’ quality of experience by finding a balance between system throughput maximization and user fairness. For this purpose, precise instantaneous channel state information (CSI) needs to be available at the transmitter side to perform rate adaptation and scheduling. However, in practical setups, CSI is impaired by, e.g., channel estimation errors, quantization and feedback delays. Especially in centralized cloud based communication systems, where main parts of the lower layer processing is shifted to a central entity, high backhaul latency can cause substantial CSI imperfections, resulting in significant performance degradations. In this work robust rate adaptation as well as robust PF scheduling are presented, which account for CSI impairments. The proposed rate adaptation solution guarantees a fixed target outage probability, which is of interest for delay critical and data intensive applications, such as, video conference systems. In addition to CSI imperfections the proposed scheduler is able to account for delayed decoding acknowledgements from the receiver.

I. INTRODUCTION

THE steadily increasing throughput demand of mobile users together with the limited radio spectrum in cellular communication systems requires an efficient resource allocation. In orthogonal frequency division multiple access (OFDMA) where multiple users are served on different non-overlapping time-frequency resources, modern scheduling algorithms exploit multi-user diversity by accounting for the individual time variations of the users’ mobile radio channel.

In order to perform scheduling, instantaneous channel information needs to be available at the transmitter side. However, channel state information (CSI) is typically impaired due to a variety of sources. In frequency division duplex (FDD) systems, CSI imperfections result from noisy pilot reception at the receiver and erroneous feedback transmission due to quantization errors as well as delays between channel observation and transmission [1], [2]. The latter aspect is especially relevant at slow fading channels [3], where the provided CSI is still fairly correlated with the actual channel. Due to the lack of exact channel knowledge available at the transmitter, the rate achievable is not known precisely. This causes a non-optimal scheduling decision as well as imperfect rate assignment. If the channel amplitude is overestimated, decoding errors may occur at the receiver, which lead to outages of the respective data blocks and ultimately to a degradation in spectral efficiency [3].

A. Related Literature

In the area of multi-user scheduling, different objectives have been investigated over the last two decades. Opportunistic scheduling maximizes the system throughput by selecting the user with the best channel [4], [5]. However, with this approach the system may be unfair towards users with poor channel conditions, which might never be scheduled. User fairness can be achieved by employing throughput balancing or round robin scheduling [6] which comes at the cost of a significant degradation in the overall throughput. A compromise between throughput maximization and fairness is of interest [7] and has been reflected by the proportional fair (PF) scheduler, which maximizes the sum of the logarithmic user-throughputs [8], [9]. PF multi-user scheduling has been investigated for several scenarios, such as, single-cell [10] and multi-cell networks [11], [12]. An extension to multi antenna systems has been discussed in [13], [14]. A PF algorithm which accounts for intra-cell as well as inter-cell interference has been proposed by [15].

The publications mentioned above inherently assume that CSI is precisely available at the scheduler. Scheduling with imperfect CSI has been studied in several works considering throughput maximization [16]–[18]. A PF scheduling scheme, which provides robustness against imperfect channel knowledge has been presented in our preliminary work [19].

For delay constraint applications, the system operates at a fixed outage probability and hybrid automatic repeat request (HARQ) [20], [21] is subject to a maximum number of re-transmissions in order to guarantee a certain quality of service (QoS). For applications with strict conditions on latency requirements (e.g., video conference systems, tactile internet), HARQ may not be an appropriate mechanism. Moreover, round trip delays may exceed respond time limitations, required by HARQ protocols (e.g., LTE-A). In LTE-A the transmission rate can be adapted by means of outer loop link
adaptation (OLLA), which is based on acknowledgments of previous transmissions. However, in scenarios where the round trip delay is in the range of the channels coherence time, also the acknowledgment is insufficiently correlated with the actual channel. In this work, we restrict our-selves to inner loop link adaptation (ILLA), where outage do not impact the rate adaptation of following transmissions.

For generalized fading channels, outage probability has been studied in [22] for receive combining techniques. Rate assignment for throughput maximization w.r.t. slow fading channels has been presented in [23], while fast fading channels have been considered in [24] employing a fixed outage probability. The effect of imperfect CSI on the scheduling performance has been investigated in [25]. In [25], the authors presented an analytical framework for jointly analyzing the performance of certain state of the art methods regarding feedback transmission, rate adaptation and scheduling. In contrast to our work the algorithms itself are not optimized. Instead the framework allows to select the optimal combination of particular methods for a given scenario.

Recently, cloud based architectures in cellular communication systems attract significant attention [26]. The basic idea is the outsourcing of computationally complex algorithms of the physical (PHY) and the medium access control (MAC) layer to a data center which provides processing power as well as high scalability. In such an architecture, the scheduler is located at a central node (CN), which is accessible to a large number of BSs via the backhaul network. In practice, the backhaul connections cause technology-dependent delays. Such extra latency causes outdated CSI as well as delayed transmission acknowledgements.

B. Contribution of this Work

In this paper, we study the effect of imperfect CSI in the context of a cloud-based cellular communication system, where rate adaptation and scheduling is performed at a centrally located data center. In order to provide large user throughput together with a guaranteed QoS, a robust rate adaptation method is presented, which guarantees a fixed outage probability. The improved rate adaptation is incorporated into the PF scheduling metric in order to achieve robustness against impaired channel knowledge. The algorithm additionally accounts for delayed acknowledgements of successful transmissions.

This paper is an extension of our previous work [19]. It provides deeper insight on the derivations of proposed methods regarding rate adaptation and PF scheduling. Moreover, algorithmic solutions w.r.t. a practical implementation as well as an extensive evaluation part is given. While the impact of backhaul delays has mainly been addressed in the context of cooperative cellular systems [27], [28], this work focuses on non-cooperative cloud-based communication systems.

The remainder of this paper is structured as follows. The system model is presented in Section II before outage probability results with imperfect CSI are given in Section III. Section IV examines the proposed PF scheduling scheme, while Section V shows simulation results followed by conclusions in Section VI.

C. Notation

Conjugate, transposition and conjugate transposition are denoted by $(\cdot)^\ast$, $(\cdot)^T$ and $(\cdot)^H$, respectively. Expectation is $\mathbb{E}\{\cdot\}$. The probability of an event $A$ is $\Pr\{A\}$, while the probability of event $A$ conditioned on a given event $B$ is $\Pr\{A|B\}$. Furthermore, $\mathbb{C}$ denotes the set of complex numbers and $\mathcal{N}_C(\mu, \sigma^2)$ refers to a complex normal distribution with mean $\mu$ and variance $\sigma^2$.

II. System Model

This work considers a single-cell downlink system comprising $K$ user equipments (UEs), which are served by the base station (BS) on different non-overlapping resource elements, as known from OFDMA. The BS is connected to a central node (CN), e.g., a data center with sufficient computational power and scalability. Accordingly, the main PHY and MAC layer algorithms are performed in a centralized fashion at the CN (see Fig. 1). In this work, the algorithms particularly comprise rate adaptation and multi-user scheduling.

Centralized processing requires that instantaneous channel information is available at the CN. Assuming the employment of an FDD system, the downlink channel cannot be obtained by observing the uplink channel. Hence, CSI needs to be provided to the BS, from where it is then forwarded to the CN. The whole information flow including signaling as well as data transmission is illustrated as message sequence chart in Fig. 2.

A. Data Transmission

The instantaneous radio channel at time slot $n$ between the BS and UE $k$ is denoted with $h_k[n] \sim \mathcal{N}_C(0, \lambda_k)$, where $\lambda_k$ is the mean channel gain of UE $k$, reflecting path loss and shadow fading effects. A time slot reflects the duration of a transmission block, which refers to a collection of continuous symbol transmissions in time and frequency where the channel is assumed to be constant. The radio resources of each transmission block are scheduled only to a single user. Consequently, no inter-user interference needs to be considered.
Assuming Gaussian distributed channel input $x_k \sim \mathcal{N}_C(0, \rho)$ with transmit power $\rho$, the received signal is given as
\[ y_k = h_k[n]x_k + \eta_k, \]  
where $\eta_k \sim \mathcal{N}_C(0, 1)$ is the zero mean complex Gaussian receiver noise at UE $k$ with power equal to one.

With precise knowledge of the instantaneous channel gain $|h_k[n]|^2$ at the transmitter as well as precise knowledge of the complex channel $h_k[n]$ (including amplitude and phase) at the receiver side, the capacity (maximum achievable transmission rate) for UE $k$ at time slot $n$ is given by
\[ C_k[n] = \log_2 \left( 1 + \rho |h_k[n]|^2 \right). \]  
(2)

Considering a long-term power constraint, the capacity is achieved by adapting the transmit power $\rho$ at each time slot to the respective channel state [3]. However, this work assumes an instantaneous power constraint with a fixed power allocation $\rho$ at each time slot. The signal-to-noise-ratio (SNR) experienced at UE $k$ is then given by $\gamma_k = \rho \lambda_k$.

### B. Outage Probability and Throughput

The channel capacity in (2) is only achievable with precise rate allocation, i.e., the maximum rate supported by the instantaneous channel needs to be assigned for transmission. However, with imperfect channel knowledge, the achievable rate is not known at the transmitter. Consequently, the allocated transmission rate might not match the channel capacity.

If the rate allocated is below capacity, the channel’s potential efficiency is achieved. On the other hand, if the rate assigned exceeds capacity, outage of the transmitted data block occurs, i.e., the codeword received at the UE cannot be decoded correctly [3].

Let function $S_k[n]$ indicate the success of transmission to user $k$ in time slot $n$, i.e., $S_k[n]$ is equal to one if the codeword has been successfully decoded and zero otherwise. With the rate assigned for transmission $R_k[n]$, the actually experienced rate at UE $k$ in time slot $n$ is $R_k[n] = S_k[n]R_k[n]$. The probability of outage is given by
\[ p_{out,k}[n] = P \{ S_k[n] = 0 \} = P \{ \log_2 \left( 1 + \rho |h_k[n]|^2 \right) < R_k[n] \}. \]  
(3)

From the transmitter point of view, $h_k[n]$ is a random variable. An extension of (3) to the case with side information is stated in Section III.

The throughput of UE $k$ obtained until time slot $N$ is given by
\[ T_k[N] = \frac{1}{N} \sum_{n=1}^{N} R_k[n] = \frac{1}{N} \sum_{n=1}^{N} S_k[n]R_k[n]. \]  
(4)

The throughput expression in (4) refers to the average rate of user $k$, experienced up to time slot $N$.

### C. Imperfect CSI

In this section, we present the model for imperfect CSI used in this work. In FDD systems, the downlink channel cannot be obtained from corresponding uplink measurements but is observed at the UE side and provided to the BS via an uplink control channel with limited capacity. Consequently, the CSI available at the BS is impaired by channel estimation errors, feedback quantization and potential delays between channel estimation and actual data transmission. In this work, we use the model derived in [29] which considers all three effects. CSI is obtained by minimum mean square error (MMSE) estimation/prediction, i.e., the unknown channel
\[ h_k[n] \sim \mathcal{N}_C \left( h_k[n], \epsilon_k \right) \]  
(5)

can be represented by a complex Gaussian random variable, whose mean value refers to the currently available channel estimate $\hat{h}_k[n]$, while its variance $\epsilon_k$ reflects the respective channel uncertainty [30]. Note that $\epsilon_k/\lambda_k$ refers to the normalized CSI impairment and takes values in the interval $[0; 1]$. The unknown channel can equivalently be written as the sum of the channel estimate and a zero mean Gaussian random error $e_k[n] \sim \mathcal{N}(0, \epsilon_k)$, i.e.
\[ h_k[n] = \hat{h}_k[n] + e_k[n]. \]  
(6)

Note that in this model, the mean gain of the channel estimate $E\{|\hat{h}_k[n]|^2\} = \lambda_k(1 - \epsilon_k/\lambda_k)$ is reduced according to the error variance to $\epsilon_k$. According to [29], $\epsilon_k$ can be calculated based on the pilot SNR, the quantization resolution, the delay and the processing window length $W$ of the prediction filter. In this regard the time variation of the channel is reflected by the correlation between two channel coefficients, delayed by $\Delta$ time slots:
\[ c[\Delta] = E_n \{ h_k[n]h^*_k[n + \Delta] \}/\lambda_k = J_0 \left( \frac{\Delta}{T_c} \right) / J_0(0.5), \]  
(7)

where $T_c$ and $J_0$ are the normalized coherence time (normalized to the time slot duration) and the zero-th order Bessel function of the first kind, respectively. The constant $q = J_0^{-1}(0.5)$ ensures that $T_c$ is referring to the $50\%$ coherence time. In this work, slow fading is assumed such that the channels of subsequent time slots show strong correlations. Using (7), the covariance vector
\[ e[\Delta] = [e[\Delta], \ldots, e[\Delta + W - 1]]^T \]  
(8)

as well as the covariance matrix $C = [c[0], \ldots, c[-\Delta]]$ are defined, considering that $W$ subsequent channel observations are used for prediction.

Denoting the number of pilot signals within a transmission block as $N_P$ and the number of feedback bits per complex channel coefficient as $Q$, the error variance is given by
\[ \epsilon_k = (1 - 2^{-Q})c^H(\Delta)(C + \rho N_P)^{-1}c[\Delta]. \]  
(9)

A more detailed derivation and explanation of the feedback model is given in [29].

### III. ROBUST RATE ADAPTATION WITH IMPERFECT CSI

In this section, the proposed rate adaptation scheme is derived. The algorithm is performed for each user individually. Since this work focuses on ILLA, the rate adaptation at a particular time-slot is not affected by previous transmissions.
Independence between multiple users and subsequent time-slots allows us to omit the UE index $k$ as well as the time slot index $n$ for improving readability in this section. Note, that the impact of feedback latency is still fully reflected by the error variance $\epsilon$. Furthermore, the amplitude of the actual channel and the CSI are denoted as $g = |h|$ and $\hat{g} = |\hat{h}|$, respectively.

Utilizing the results of [3], [22], the probability of outage conditioned on the available channel information $\hat{g}$ is given as

$$ p_{\text{out}} = \mathbb{P}\left\{ \log_2 \left( 1 + \rho g^2 \right) < \tilde{R} \mid \hat{g} \right\} $$

$$ = \mathbb{P}\left\{ g < \sqrt{(2\tilde{R} - 1) / \rho} \mid \hat{g} \right\} $$

$$ = \mathcal{F}_{g|\hat{g}} \left( \sqrt{(2\tilde{R} - 1) / \rho} \right), $$

where $\mathcal{F}_{g|\hat{g}}(x)$ denotes the cumulative distribution function (CDF) of $g$ conditioned on side information $\hat{g}$. Eq. (10) allows to obtain the outage probability for the given channel estimate $\hat{g}$ when rate $\tilde{R}$ is allocated. However, in case of delay constrained applications, the outage probability is given as a constraint and the transmitter is interested in the rate allocated to satisfy this constrained. Consequently, the inverse function $\tilde{R}(\hat{g}, p_{\text{out}})$ needs to be found.

The amplitude of a complex Gaussian non-zero mean random variable follows a Rician distribution [3]. Consequently, the probability density function (pdf) of $g$ conditioned on $\hat{g}$ results in

$$ f_{g|\hat{g}}(g) = \frac{2g}{\epsilon} \exp \left( - \frac{g^2 + \hat{g}^2}{\epsilon} \right) J_0 \left( \frac{2g\hat{g}}{\epsilon} \right), $$

where $J_0(x) = \sum_{l=0}^{\infty} (x/2)^{2l}/((l!)^2)$ refers to the modified Bessel function of the first kind and order zero, while $\Gamma(x) = \int_{0}^{\infty} t^{x-1} e^{-t} dt$ is the gamma function.

The CDF in (10) is obtained by integrating (11) over the interval $[0; b]$ with $b = \sqrt{(2\tilde{R} - 1) / \rho}$:

$$ \mathcal{F}_{g|\hat{g}}(b) = \int_{0}^{b} f_{g|\hat{g}}(g) dg. $$

With the results of [31], the integral in (12) is given by

$$ \mathcal{F}_{g|\hat{g}}(b) = 1 - Q_1 \left( \frac{\sqrt{2\tilde{R}}}{\epsilon}, \frac{\sqrt{2\tilde{R} - 1}}{\epsilon} \right) $$

$$ = 1 - \exp \left( - \frac{\hat{g}^2 + b^2}{\epsilon} \right) \sum_{m=0}^{\infty} \frac{(\hat{g}/b)^m}{\Gamma(m+1)} J_m \left( \frac{2\hat{g}}{b} \right), $$

where $Q_1$ is the Marcum Q-function and $J_m(x) = \sum_{l=0}^{\infty} \frac{1}{m! (l+1)!} \frac{x^{2l+m}}{2^{2l+m}} \Gamma(l+1)$ is the modified Bessel function of the first kind and order $m$.

Hence, the resulting outage probability with given $\hat{g}$ is given by

$$ p_{\text{out}} = 1 - \exp \left( \frac{-1 - \rho g^2 - 2\tilde{R}}{\rho \epsilon} \right), $$

$$ \sum_{m=0}^{\infty} \frac{(\hat{g}/b)^m}{\Gamma(m+1)} J_m \left( \frac{2\hat{g} \sqrt{2\tilde{R} - 1}}{\sqrt{2\tilde{R} - 1} \epsilon} \right). $$

(14)

However, (14) cannot be reformulated in order to determine the outage rate $\tilde{R}$ in closed form. Hence, numerical methods need to be applied to determine the $\tilde{R}$ which guarantees a target outage probability $p_{\text{out}}$.

Fig. 3 shows the rate allocated as a function of the estimated channel amplitude $\hat{g}$. The blue curves refer to the proposed robust rate allocation (RA) scheme, which is given by the inverse function of (14), as discussed above. The graphs are plotted for a target outage probability of $p_{\text{out}} = 0.1$ and $p_{\text{out}} = 0.01$. For comparison, non-robust RA is shown (black curve). The latter algorithm does not take into account that CSI is imperfect. Note, that with decreasing error variance $\epsilon$, the robust RA converges to the non-robust RA. The non-robust scheme can be parametrized by a back-off factor $a$, according to

$$ \tilde{R} = a \log_2 (1 + \rho g^2). $$

(15)

Decreasing $a$ leads to a less aggressive rate allocation and a reduction of the outage probability. The results of the respective functions employing a back-off factor of $a = 0.95$ are illustrated by the gray dashed line.
Fig. 4 shows that the robust scheme achieves the target outage probability for all channel amplitudes \( j \). Consequently, the same QoS can be obtained for all transmissions. In contrast, non-robust RA selects the transmission rate based on Shannon capacity. CSI is assumed to be precisely available. Hence, the target outage probability is ignored by the algorithm. As a consequence, the requested QoS constraints are only achieved incidentally for small amplitudes. However, reducing the back-off factor \( \alpha \) can increase the percentage of fulfilled QoS constraints.

The throughput which results from the actually received transmission blocks is illustrated in Fig. 5. In the low-\( \bar{p}_{\text{out}} \) regime the guaranteed QoS comes with a reduction in throughput. For target outage probabilities between 0.1 and 1, the throughput decreases again. This effect results from a high packet error rate, which is forced by the robust algorithm in order to reach the target outage probability. However, this regime is of little practical relevance.

IV. ROBUST PROPORTIONAL FAIR SCHEDULING WITH IMPERFECT CSI

In this section, the results derived for robust rate adaptation are applied to the proportional fair (PF) scheduler. It is shown that the robust PF solution is achieved by just substituting the rate assigned with the one resulting from robust rate adaptation. Consequently, accounting for imperfect CSI does not change the scheduler itself but only its input.

Furthermore, the optimal robust PF solution for delayed transmission acknowledgements is derived. In this case, the actual throughput during the last \( \Delta \) transmissions is unknown to the scheduler as well. The optimal solution inherently estimates the unknown throughput by taking all possible cases into account.

The previous section presented rate adaptation independently of the actual user and time slot, i.e., the respective indexes \( k \) and \( n \) are utilized again. In the following, we first present the model for the expected rate, we then discuss the case of immediate acknowledgements, and finally we present the robust PF scheduler for delayed transmission acknowledgements.

A. Expected Rate

Assuming UE \( k \) is served in time slot \( n \), the expected rate is given by

\[
\hat{R}_k[n] = \mathbb{E}\{R_k[n]\} = (1 - p_{\text{out},k})\bar{R}[n],
\]

which is the product of the probability of a successful transmission and the respective transmission rate. Since the experienced user rate is not precisely known to the transmitter, it refers to a random variable with mean value \( \bar{R}_k[n] \).

Consequently, the actual experienced rate is given by

\[
R_k[n] = \hat{R}_k[n] + \Psi_k[n],
\]

which is the sum of the expected rate and a bias term \( \Psi_k[n] \). The experienced rate is either the rate \( \hat{R}_k[n] \) assigned for transmission or zero. Hence, the bias term results in

\[
\Psi_k[n] = \begin{cases} 
\hat{R}_k[n] - \bar{R}_k[n] & \text{if } \bar{R}_k[n] \leq C_k[n] \\
-\bar{R}_k[n] & \text{otherwise}.
\end{cases}
\]

By definition, the expectation of \( \Psi_k[n] \) is zero, since

\[
\mathbb{E}\{\Psi_k[n]\} = (1-p_{\text{out},k})(\bar{R}_k[n]-\hat{R}_k[n]) - p_{\text{out},k}\hat{R}_k[n]
\]

\[
= (1-p_{\text{out},k})\bar{R}_k[n]-\hat{R}_k[n] = 0.
\]

With the given rate model the derivation of the PF scheduler can now be extended to the case of imperfect CSI, as it is stated in the following two sections.

B. Immediate Acknowledgements

In this section, we assume that the throughput of each user until the last time slot, \( n-1 \), is precisely known to the transmitter. In practice, this would require immediate transmission acknowledgements. Although this case is rather artificial, it is an important step towards the more practical case of delayed acknowledgements. In the following, we use the indicator function \( I_k[n] \), which is equal to one if UE \( k \) is scheduled at time slot \( n \) and zero otherwise.

Theorem 1. The robust PF scheduler selects the user with the largest value

\[
\hat{\nu}_k[n] = \mathbb{E}\{\nu_k[n]\} = \frac{I_k[N]\hat{R}_k[N]}{\bar{R}_k[N-1]}.
\]

Consequently, the PF scheduler itself does not need to be changed. Only the rate assigned for transmission is adapted according to the robust algorithm stated in Section III.

Proof. The throughput of UE \( k \) experienced until time slot \( N \) is given as

\[
T_k[N] = \frac{1}{N} \sum_{n=1}^{N} I_k[n]R_k[n]
\]

\[
= \frac{1}{N} \left( \sum_{n=1}^{N-1} I_k[n]R_k[n] + I_k[N]R_k[N] \right)
\]

\[
= \frac{N-1}{N} T_k[N-1] + \frac{1}{N} I_k[N]R_k[N] = 0.
\]
Inserting (17) into (21) results in the expected throughput, given as
\[
E\{T_k[N]\} = \frac{N-1}{N} T_k[N-1] + \frac{1}{N} T_k[N] \hat{R}_k[N].
\] (22)

Note, that (22) results from the zero mean random bias term, as it is given in (19).

The throughput values of all \( K \) UEs given in (21) are collected in vector
\[
T[N] = [T_1[N], \ldots, T_K[N]]^T.
\] (23)

As defined in [12], the PF scheduler aims to maximize the utility function
\[
u_k\{u(T[N])\} = \sum_{k=1}^K \log (T_k[N])
\] (24)
for an infinite number of time slots, expressed as
\[
\max \lim_{N \to \infty} \sum_{k=1}^K \log (T_k[N]).
\] (25)
The gradient of (24) results in
\[
\nabla u\{T[N]\} = \left[ \frac{\partial u\{T[N]\}}{\partial T_1[N]}, \ldots, \frac{\partial u\{T[N]\}}{\partial T_K[N]} \right]^T
\] (26)

The second line comes from \( \partial \log(x)/\partial x = 1/x \). Since the scheduler acts on time slot basis, the utility increment is of interest, which can be expressed by
\[
u(T[N]) - \nu(T[N - 1]) \equiv \nabla \nu\{T[N - 1]\}^T (T[N] - T[N - 1])
\]
\[
= \sum_{k=1}^K \frac{T_k[N] - T_k[N - 1]}{T_k[N - 1]}
\]
\[
= \sum_{k=1}^K \left( \frac{I_k[N]R_k[N] - T_k[N - 1]}{NT_k[N - 1]} \right)
\] (27)
The first and second line result from rearranging the difference quotient, while line three comes from inserting (26) and (23). With the definition of throughput in (21) and the substitution of the actual transmission rate in (17) the last two lines can be stated.

Consequently, maximizing the utility increment (27) results in scheduling the UE with the largest value for
\[
\hat{\nu}_k[n] = \frac{I_k[N] \hat{R}_k[N] + \Psi_k[N]}{T_k[N - 1]}. \tag{28}
\]

However, \( \Psi_k[N] \) is unknown to the scheduler and the expected utility increment \( E\{f(T[N]) - f(T[N - 1])\} \) need to be maximized. As already stated in (19) the expectation \( E\{\Psi_k[N]\} \) is equal to zero. Hence, scheduling the UE with the largest value for
\[
\hat{\nu}_k[n] = E\{\nu_k[n]\} = \frac{I_k[N] \hat{R}_k[N]}{T_k[N - 1]}, \tag{29}
\]
maximizes the expected utility increment. Note, that with (29) also the utility function \( u(E\{T[N]\}) \) is maximized. \( \square \)

C. Delayed Acknowledgements

In this subsection, the robust PF scheduler derived in Section IV-B is extended to the more realistic case of delayed transmission acknowledgements. One of the main sources of CSI imperfections is a delayed feedback and backhaul transmission. Hence, also the confirmation about the success of previous transmission is not known instantaneously to the scheduler.

**Theorem 2.** The robust PF scheduler for delayed transmission acknowledgements selects the user with the largest value
\[
\hat{\nu}_k[n] = \frac{I_k[N] \hat{R}_k[N]}{\tilde{T}_k[N]}, \tag{30}
\]
where \( \tilde{T}_k[N] = 1/\sum_{m=1}^M \frac{w_m}{w_0 + w_m/\nu} \) denotes the throughput expected to be achieved at user \( k \). In this regard the constant \( w_0 = (N - \Delta - 1)/N \cdot T_k[N - \Delta - 1] \) is defined as well as the discrete random variable \( D = \sum_{j=N-\Delta}^{N-1} I_k[j] R_k[j] \), which comprises \( M = 2^\nu \) events, while \( \nu = \sum_{n=N-\Delta}^{N-1} I_k[n] \).

Consequently, beside the rate assigned for the upcoming transmission also the value for the throughput which is assumed to be achieved by user \( k \) so far needs to be adapted.

**Proof.** The throughput of UE \( k \) achieved up to time slot \( N \) is a random variable. First, it is known that UE \( k \) has been scheduled for \( \nu = \sum_{n=N-\Delta}^{N-1} I_k[n] \) transmissions within the period of interest. Hence, there are \( M = 2^\nu \) possible combinations of successful and non-successful transmissions. Each combination has a certain probability, resulting from the probability of outage for each transmission. The throughput equation (21) can be rewritten to
\[
T_k[N] = \frac{1}{\nu} \left( \sum_{i=1}^{N-\Delta-1} I_k[i] R_k[i] + \sum_{j=N-\Delta}^{N-1} I_k[j] R_k[j] + I_k[N] R_k[N] \right), \tag{31}
\]
\[
= \frac{N-\Delta-1}{\nu} T_k[N - \Delta - 1] + \frac{1}{\nu} \sum_{j=N-\Delta}^{N-1} I_k[j] R_k[j] + \frac{1}{\nu} I_k[N] R_k[N].
\]

While \( w_0 = (N - \Delta - 1)/N \cdot T_k[N - \Delta - 1] \) is known to the scheduler, the remaining part of the sum in (31) is not, but can be split up according to (17). Therefore, the utility increment as stated in (27) is given as
\[
E\{u(T[N]) - u(T[N - 1])\} = \frac{N - 1}{N} \sum_{k=1}^K \frac{I_k[N] R_k[N]}{w_0 N + D} - \frac{K}{N}, \tag{32}
\]
where \( D = \sum_{j=N-\Delta}^{N-1} I_k[j] R_k[j] \) is a discrete random variable with \( M = 2^\nu \) events, each of which denoted as \( d_m, \forall m \).
Consequently, maximizing the expected utility increment lead to scheduling the user with the largest value

$$\hat{v}_k[n] = E\left\{ \frac{I_k[N]\hat{R}_k[N]}{w_0N + D} \right\} = E\left\{ \frac{I_k[N]\hat{R}_k[N]}{w_0N + D} + \frac{I_k[N][\Psi_k[N]]}{w_0N + D} \right\}$$

(33)

The third line in (33) is obtained, since the expectation w.r.t. the discrete random variable can be split up into a finite sum, where each summand is equal to zero, due to $E\{\Psi_k[n]\} = 0$. The expectation in the third line of (33) can also be calculated by summing over terms for the discrete events, weighted by the probability of occurrence, to

$$\hat{v}_k[n] = I_k[N]\hat{R}_k[N] \sum_{m=1}^{M} \frac{P\{D = d_m\}}{w_0N + d_m}.$$  

(34)

The expected throughput is given as $\hat{T}_k[N] = 1/\sum_{m=1}^{M} \frac{P\{D = d_m\}}{w_0N + d_m}$. As for immediate feedback, (34) also maximized the utility function $u(E\{T[N]\})$ for the delayed feedback case.

V. SIMULATION RESULTS

In this section, we illustrate the efficiency of the derived scheduling schemes. We evaluate the performance based on Monte-Carlo simulations considering a simple scenario, where a single BS serves two users on orthogonal resources (one in each time slot). Note that two users refer to the simplest scenario although the basic effects are captured. The users are randomly placed within a circular area around the BS with radius 250 m which corresponds to an inter-site distance of 500 m. The respective mean channel gain results from $\lambda_k = \beta d_k^{-\alpha}$, where $\alpha = 3.5$ and $\beta = 10e^{-14.45}$ is chosen according to 3GPP urban macro scenario [32]. The simulations are done for 10,000 user drops, where for each drop 100 subsequent channel realizations are generated. The receive SNR at the border of the serving area (at 250 m distance from the BS) is assumed to be either 5 dB or 10 dB. The impairment of CSI is generated by assuming a normalized coherence time of $T_C = 10$ transmission blocks. In an LTE system with a transmission block duration of 1 ms and a carrier frequency of 2.6 GHz, this refers to user mobilities of 10 km/h. Furthermore, we assume $N_p = 8$ pilot signals are included per block and no quantization error is assumed ($Q = \infty$). The channel uncertainty (MSE between actual channel and its estimate) as a function of the feedback/backhaul delay is illustrated in Fig. 6. Fig. 7 shows the portion of fulfilled target outage constraints as a function of the normalized delay.

For each channel realization, at first rate adaptation is performed for each user and then one of the users is selected for transmission, according to the respective scheduling scheme. In the following, we compare proportional fair (PF) scheduling with perfect CSI (P-CSI) and imperfect CSI (I-CSI), while for the latter case non-robust scheduling as well as the proposed robust scheduling is applied. The non-robust scheduler expects the available CSI to be perfect. Again, a back-off factor of $\alpha = 0.95$ and $\alpha = 1$ is used for simulations.

For robust scheduling the two variants proposed in Section IV-B and Section IV-C are distinguished. The algorithm, which assumes immediate acknowledgements refers to Alg. 1. In this case, the scheduler just uses the acknowledgements available. For Alg. 2 the algorithm for delay feedback is applied, where a heuristic estimation of the missing transmission acknowledgements is performed.

The PF metric as it is defined in (24) as a function of the
normalized delay \( \Delta \) is illustrated in Fig. 8. Note that the PF utility metric \( u(T[N]) = \sum_{k=1}^{K} \log(T_k[N]) \) is defined as the sum of logarithmic throughput values. The highest values are achieved for perfect CSI (black solid line), which is independent of the delay. Performing the same algorithm with imperfect CSI (without backing off) results in the green solid line. This scheme basically suffers from high outages (see Fig. 10). Increasing the delay can even lead to marginal improvements in the PF metric. This is again a result from channel estimation/prediction as discussed before. Note that even for a delay of \( \Delta = 0 \) blocks, the CSI is imperfect due to noisy pilot reception. Employing a back-off factor of \( a = 0.95 \) (green dashed line with ‘o’ markers) causes a much higher percentage of successful transmissions, especially for small delays. Therefore, the PF metric significantly increases. However, even if the outage probability is very low in this region, it is not constant for all CSI amplitudes (see Fig. 4). Hence, the QoS constraints cannot be achieved at each transmission.

The proposed robust PF algorithms (blue lines) outperform the non robust solutions for the SNR = 5 dB. However, the performance advantage disappears by increasing the SNR (compare Fig. 8 and Fig. 9). For an SNR of 10 dB, small performance degradations can be observed for low (< 4 blocks) and high latency (> 10 blocks). However, as can be seen from Fig. 10, the target outage probability of \( p_{out} = 0.1 \) is achieved over the whole latency range and is particularly ensured at each transmission (see Fig. 4). Employing Alg. 2 (blue dashed line with ‘o’ markers) results in small gains of the PF metric compared to Alg. 1 (blue solid line). This gain increases with \( \Delta \).

In addition, the mean user throughput is illustrated as a function of the normalized delay (see Fig. 11). In general, the throughput decreases with the delay. Small differences between the illustrated scheme can be observed, especially at delays between 5 and 15 blocks. For large delays, the non-
robust scheme wth back-off factor performs equally to the robust ones, while only the robust algorithm ensures the QoS constrains. In addition, the performance gain by employing Alg. 2 instead of Alg. 1 is rather marginal but increases with the feedback delay.

VI. CONCLUSIONS

In this work, a robust rate adaptation scheme together with a robust proportional fair (PF) scheduling algorithm have been presented, where both take into account that the available CSI is impaired. The algorithms aim to achieve a fixed outage probability at each transmission (independent of the channel amplitude), as it is of interest for delay critical applications. The robust PF algorithm has been derived for immediate as well as for delayed transmission acknowledgements. For the first case, the robust PF scheduler only requires a change in the rate adaptation, while the scheduler itself can remain unchanged. If the success of former transmissions is not immediately known at the BS side, the scheduler inherently performs an estimation of the already achieved throughput per user. Performance advantages of the proposed schemes have been shown for a two user example scenario. It was shown that PF utility metric as well as throughput gain increases with latency. System level aspects for scenarios with more than two users will be addressed in our future work.

APPENDIX A

ALGORITHMIC SOLUTION FOR ROBUST RATE ADAPTION

The rate adaptation function depends on three system parameters, the SNR $\gamma$, the channel uncertainty $\epsilon$ as well as the target outage probability $p_{\text{out}}$. The numerical search for $R$ based on (10) with the given system parameters and estimated channel amplitude $\hat{g}$ is quite complex. Hence, a real-time calculation might be impractical. An alternative solution is the pre-calculation of the rate adaptation function for a certain channel amplitude resolution. In this case, the real-time adaptation refers to a look-up table search. Such approximative scheme refers to discrete rate adaptation as discussed, e.g., in [25].

In the following, the calculation of (14) is discussed by taking numerical limitations into account, such as, floating point resolution. First, it can be observed that the argument of the modified Bessel function in (14) decreases with the error $\epsilon$. Hence, small error values can result in large arguments and lead to values above the numerical resolution. In contrast, the exponential function in (14) increases with the error $\epsilon$ and hence balances the product. In other words, the product of the two factors might fall into the numerical resolution, while each factor may not.

In order to overcome this problem, the modified Bessel function can be approximated for large arguments. The logarithm of the Bessel function behaves close to linear for large arguments, i.e., $\ln(J_m(x)) = a_m x + b_m$ can be utilized:

$$
\tilde{J}_m(x) = \begin{cases} J_m(x) & x \leq X_m \\ \exp(a_m x + b_m) & x > X_m. \end{cases} \quad (35)
$$

In order to evaluate (14) numerically, the sum over an infinite number of arguments need to be restricted to $M_{\text{max}}$, resulting in

$$
p_{\text{out}} \approx \tilde{p}_{\text{out}} = 1 - \sum_{m=0}^{M_{\text{max}}} \tilde{d}_m. \quad (41)
$$

The constants can be obtained by selecting two points $X_1$ and $X_2$ and calculating the steepness according to

$$
a_m = \frac{\ln(J_m(X_2)) - \ln(J_m(X_1))}{X_2 - X_1}, \quad (36)
$$

while the shift is given by

$$
b_m = \ln(J_m(X_1)) - a_m X_1. \quad (37)
$$

With the approximation in (35), the outage probability given in (14) results in

$$
\tilde{p}_{\text{out}} = 1 - \sum_{m=0}^{\infty} \tilde{d}_m, \quad (38)
$$

with the approximated summand

$$
\tilde{d}_m = \exp(c_0) \tilde{J}_m(c_3 b), \quad (39)
$$

including the coefficients $c_0 = c_1 + c_2 \lambda^2 + m(\ln(c_4) - \ln(b))$, $c_1 = -\hat{g}^2/(\lambda \epsilon)$, $c_2 = -1/(\lambda \epsilon)$, $c_3 = 2\hat{g}/(\lambda \epsilon)$, $c_4 = \hat{g}$ and $b = \sqrt{2\epsilon} - 1/\rho$.

In case the modified Bessel function reaches the numerical limit, (39) can be written as

$$
\tilde{d}_m = \exp(c_0 + a_m c_3 b + b_m) \quad \text{if } c_3 b > X_m. \quad (40)
$$

This expression allows to perform the calculation within a numerical stable range. However, the approximation includes inaccuracies which may lead to approximation errors. Inaccuracies can be observed for small target outage probabilities. Consequently, the robust algorithm would assign higher rates and the resulting outage probability exceeds the target, as illustrated in Fig. 12. However, this approximation error can be avoided by forcing the rate-assignment function to be monotonically increasing.

![Fig. 12. The resulting outage probability as a function of the target outage probability.](image-url)
Note that a small value of $M_{\text{max}}$ can cause further inaccuracies. However, simulative experiments showed that $M_{\text{max}} = 150$ lead to a sufficient accuracy.
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