Information Rates for Faster-Than-Nyquist Signaling with 1-Bit Quantization and Oversampling at the Receiver
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Abstract—Oversampling combined with low quantization resolutions has been shown to be a viable option when aiming for energy efficiency in multigigabit/s communications systems. This work considers the case of 1-bit quantization combined with oversampling and shows how the performance of such a system can be improved by using matched pulse shaping filters and faster than Nyquist signaling. The channel is considered with additive Gaussian noise and the performance of the system is evaluated in terms of achievable information rate under symbol-by-symbol detection.

I. INTRODUCTION

Increasing data rates of today’s communications systems and thus increasing signaling bandwidths, demand for higher sampling rates at the receiver. One bottleneck, with increasing bandwidth and sampling rate, is the analog-to-digital conversion (ADC) in the receiver. Contemporary converters with fine grained quantization and high sampling rates tend to have a high power consumption [1]. This can be counteracted by limiting the resolution to fewer bits (1-3 bits). The extreme case of one bit quantization in combination with oversampling with respect to symbol rate has been shown to be applicable [2], using a certain dithering signal. It has been shown that in many scenarios an even simpler architecture also provides a remarkable performance [3], [4], [5] and is thus under further investigation in this work.

Over the last decade some investigations in regard to coarse quantization have been carried out. In [6] the optimal input distributions with average power constraint, which maximize information rates depending on the signal-to-noise ratio (SNR), have been evaluated for different quantization resolutions. It has been shown that for 1-bit quantization and additive white Gaussian noise (AWGN) channels, binary phase shift keying (BPSK) is optimal and achieves channel capacity when sampling at symbol rate. In [7] 4-QAM and 16-QAM were shown to produce good results, with the latter yielding rates above two bits per symbol for a certain SNR range when employing oversampling. It was also shown that in those cases higher order modulation schemes (i.e. 16-QAM) gain more information rate from oversampling than lower ones (i.e. 4-QAM). In [4] it was shown that it is possible to benefit from intersymbol interference (ISI) when using 1-bit quantization and oversampling, where the interference appears like dithering. Furthermore the work in [5] indicates significantly increased information rates when considering 1-bit oversampling with ISI in combination with sequence estimation receivers.

In contrast to the existing literature [4], this work also considers signaling rates above Nyquist rate. This approach is investigated as it is promising to increase the spectral efficiency. Furthermore different pulse shapes than previously have been used. It turned out that, especially when using root-raised-cosine (RRC) filters, information rates can be increased by employing signaling rates above Nyquist rate.

The paper is organized as follows: Section II gives an overview of the considered system model. In Section III the calculation of the information rate for the system is illustrated. Section IV explains the approach of signaling rates above Nyquist rate [8]. The numerical performance results and their implications are examined in V. The final Section VI concludes the paper with a brief summary of the addressed topics.

In this paper bold letters describe vectors and bold capital letters define matrices such as \( \mathbf{y}_k \) and \( \mathbf{H} \). Furthermore sequences of symbols are denoted as \( x_{k-L/2}^{k+L/2} = [x_{k-L/2}, \ldots, x_{k+L/2}] \).

II. SYSTEM MODEL

The received signal \( z(t) \) of a communications system with complex input symbols drawn from a finite set \( x_k \in \mathbb{X} \) (symbol rate \( 1/T_s \)), two matched filters \( v(t), g(t) \) and additive white Gaussian noise \( n(t) \) is given by

\[
z(t) = \left( \sum_{k=-\infty}^{\infty} x_k \delta(t-kT_s) * v(t) + n(t) \right) * g(t),
\]

where both filters have unit energy. The combined channel waveform is denoted as \( h(t) = v(t) * g(t) \). The discrete quantized \( M \)-fold oversampled signal is denoted as

\[
y_{k,m} = Q_1 \left[ z \left( kT_s - \frac{T_s}{2} \left( \frac{M+1}{M} + \frac{mT_s}{M} \right) \right) \right],
\]
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where $Q_1[\cdot]$ describes the 1-bit quantization operator

$$y_{k,m} = Q_1[z_{k,m}] = \begin{cases} 1 & \text{for } z_{k,m} \geq 0 \\ -1 & \text{otherwise} \end{cases} \quad (3)$$

and $m = 1 \ldots M$ is the running index sampling $M$ times per symbol duration $T_s$. The stacked $M$ samples per symbol duration are denoted in vector notation as $y_k = [y_{k,1}, \ldots, y_{k,M}]^T$.

In the corresponding discrete system model, which can be seen in Figure 1, oversampling is realized by upsampling the input symbols. It is considered that the filter $h$ has the length of $L + 1$ symbols and the filter $g$ has the length of $N$ symbols ($L$ and $N$ are even). As the receive filter has unit energy the noise variance at the output of the filter is equivalent to the noise power density $\sigma^2_n$. This is modeled equivalently with i.i.d noise samples $n = [n_{k,1}, \ldots, n_{k,M}]^T$ of variance $\sigma^2_n$. The system follows with

$$y_k = Q_1[HUx_{k-L/2} + Gn_{k-N/2}]^T, \quad (4)$$

where $U$ is the upsampling matrix of the dimension $(L + 2)M - 1 \times L + 1$. Its elements are given by

$$U_{i,j} = \begin{cases} 1 & \text{for } i = j \cdot M \\ 0 & \text{otherwise} \end{cases}. \quad (5)$$

The filter matrices $H$ with dimension $M \times (L + 2)M - 1$ and $G$ with dimension $M \times (N + 1)M$ have a Toeplitz structure as follows

$$H = \begin{bmatrix} h_1 & 0 & \cdots & 0 \\ 0 & [h_1^T] & 0 & \cdots \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & [h_1^T] \end{bmatrix}, \quad G = \begin{bmatrix} g_1^T & 0 & \cdots & 0 \\ 0 & [g_1^T] & 0 & \cdots \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & [g_1^T] \end{bmatrix}. \quad (6)$$

They are signified by the reversed vector of the corresponding filter, i.e. $h_i = [h_{L+1-M}, \ldots, h_1]^T$ respectively $g_i = [g_{N+1-M}, \ldots, g_1]^T$, followed by zeros such that they match the defined dimensions.

### III. Information Rate

As a measure for the achievable throughput a lower bound on the information rate (see the Appendix) is considered. Indeed the lower bound for i.i.d. input given by

$$\lim_{n \to \infty} \frac{1}{n} I(X^n; Y^n) \geq I(X_k; Y_k) \quad (7)$$
corresponds to the information rate that treats the channel as an equivalent discrete memoryless channel (DMC). Albeit the present channel has memory which could be exploited, this work considers a simple receiver architecture which employs symbol-by-symbol detection. To compute this information rate, the mutual information of a DMC is used which is given by

$$I(X_k; Y_k) = \sum_{y_k} \sum_{x_k \in X} P(y_k|x_k)P(x_k) \log_2 \left( \frac{P(y_k|x_k)}{P(y_k)} \right), \quad (8)$$

where $P(x_k)$ and $P(y_k)$ are the probability distributions of the sent and received symbols respectively.

Caused by the waveform and oversampling each transmitted symbol interferes with every sample taken from previous and future symbols, with exception of sampling at Nyquist rate (no oversampling) and using Nyquist pulses. Therefore the transition probability is as follows

$$P(y_k|x_k) = \sum_{x_{k-L/2}} P \left( x_{k-L/2} \right) P \left( y_k | x_{k-L/2} \right), \quad (9)$$

where $L$ is the number of neighboring symbols that influence the current oversampling observation $y_k$.

The unquantized received signal $z_k$ is characterized by the additive white Gaussian noise with the specific mean and variance determined by the filters. The mean is calculated by

$$\mu_k = HUx_{k-L/2} \quad (10)$$

and the noise covariance matrix is given by

$$R = E \left[ Gn_{k-N/2} \left( n_{k-N/2} \right)^H \right] = \sigma_n^2 GG^H. \quad (11)$$

The probability density function is then given by the multivariate complex Gaussian distribution, written as

$$p \left( z_k | x_{k-L/2} \right) = \frac{1}{\pi^M |R|} \cdot \exp \left( - (z_k - \mu_k)^H R^{-1} (z_k - \mu_k) \right). \quad (12)$$

The final transition probability can be found by integrating (12) over the quantization interval

$$P \left( y_k | x_{k-L/2} \right) = \int_{z_k \in Y_k} p \left( z_k | x_{k-L/2} \right) \, dz_k, \quad (13)$$

Fig. 1. Continuous and corresponding discrete system model of a communications system that transmits complex valued data over an AWGN channel with matched filters and uses 1-bit conversion and oversampling.
where \( Y_k = \{ z_k \mid Q_1 z_k = y_k \} \), which corresponds to integration limits of minus infinity and zero or zero and infinity.

IV. SIGNALING RATES ABOVE NYQUIST RATE

The following sections rely on the fact that the bandwidth \( B \) is only determined by the pulse shaping filters \( v(t) \) and \( g(t) \) included in \( h(t) \). When considering Nyquist pulses the signaling rate is conventionally chosen as \( 1/T_s = B \). Following the approach in [8] and [9], cases with faster than Nyquist signaling rate are also considered, which corresponds to

\[
B \cdot T_s \leq 1. \tag{14}
\]

Applying faster signaling rates while keeping the bandwidth constant increases the amount of intersymbol interference (ISI) between neighboring symbols. On one hand this leads to a decreased system performance, however, due to the increased signaling rate this effect can be compensated to some extent. Looking at the overall system performance it is assumed that a beneficial tradeoff between mutual information per channel use and signaling rate exists.

This tradeoff corresponds to an increased spectral efficiency which might be implemented with low complexity, suitable for multigigabit/s communications. As for oversampling receivers interference is already present in general it is promising to employ faster signaling rates. In the following section those effects are investigated by carrying out numerical simulations with oversampling and 1-bit conversion.

V. NUMERICAL RESULTS

The numerical results have been obtained by considering i.i.d. symbols from the 4-QAM respectively 16-QAM alphabet. The system is assumed to be coherent.

Two pulse shaping filter types have been applied, namely the Gaussian shaped filter and the Root-Raised-Cosine filter, which are commonly used in various digital communications systems. Such filters can be designed variable and energy efficient in analog domain as it is proposed in [10] and [11]. The Gaussian and RRC filters are characterized by parameters that determine shape and bandwidth. The Gaussian filter is given by

\[
v(t) = \frac{\sqrt{2\pi} B_{3dB} T_s}{\sqrt{\ln(2)} 2T_s} \exp \left[ -\left( \frac{\sqrt{2\pi} B_{3dB} T_s}{\sqrt{\ln(2)} 2T_s} t \right)^2 \right], \tag{15}\]

where the product \( B_{3dB} T_s \) is the design parameter controlling the pulse shape. The RRC filter is determined by

\[
v(t) = \begin{cases} 
1 - \beta + \frac{4\beta}{\pi} \sin \left( \frac{\pi t}{T_s} \right) \sin \left( \frac{2\pi}{3} \right) + \frac{1 - 2\beta}{\pi} \cos \left( \frac{\pi t}{T_s} \right) & t = 0 \\
\frac{\beta}{\pi} \left[ 1 + \left( \frac{3}{T_s} - 2\beta \right) \sin \left( \frac{\pi t}{T_s} \right) + 4.0 \frac{T_s}{T_s} \cos \left( \frac{\pi t}{T_s} \right) + \frac{3}{T_s} (1 + \beta) \right] & t = \pm T_s/4 \\\n\left[ 1 - \frac{3}{T_s} \right] & t = 0 \end{cases}, \tag{16}\]

where \( 1/T_s \) determines the 3 dB bandwidth and \( \beta \) is the roll-off factor of the pulse. It is furthermore assumed that \( v(t) = g(t) \) and \( h(t) = v(t) \ast g(t) \). As those filters have an infinite impulse response, an approximation with finite length of \( L + 1 = 9 \) symbol durations has been applied to reduce computational complexity, given by their discrete representations \( h \) and \( g \).

All obtained results were computed using a Monte-Carlo-Simulation in order to estimate \( P(y|x) \) and \( P(y) \). The symmetry of \( I \) and \( Q \) has been taken into account by simulating only one phase component to ease computation, which is sufficient since coherence is assumed.

A. Comparison Gauss and Root-Raised-Cosine Filters at Conventional Signaling Rate

The simulation results show that both pulses can lead to an increased information rate compared to results as reached in [7] (in Figure 2 Rectangular). This gain can be explained by a intersymbol interference based dithering utilization for RRC pulses this effect is stronger as compared to the Gaussian pulse. According to our experience with this scenario, the benefit of increasing the oversampling rate further only leads to marginal performance gains, which can be explained by a strong correlation of the individual samples.

The results shown in Figure 2 provide an example of different parameters.

![Figure 2: Information rate of 16-QAM with different matched filters, filter length 9 symbols and oversampling factor \( M = 4 \).](image)

Another benefit that can be seen is the stabilization of information rates at higher SNR values. This might be useful for receiver implementations that need to operate within a wide SNR range.

B. Tradeoff when employing faster signaling rates with RRC pulses

In this section the performance gain that can be achieved by signaling faster than Nyquist is going to be considered. Although the achievable rate, when considering Gaussian pulses, is rather robust against 3 dB bandwidth reduction, they are not considered because of their overall infinite bandwidth and the following investigations are only done with RRC pulses.
The idea is that higher signaling rates can be achieved by fixing the pulses 3 dB bandwidth $B_{3dB} = 1/T_s$ and reducing the symbol duration to values smaller than the inverse of the bandwidth $T_x > T_s$. Equivalently it is possible to to reduce the 3 dB bandwidth of the system by fixing symbol duration $T_s$ while reducing bandwidth $1/T_x$. These two options are interchangeable since only the relation between 3 dB bandwidth and symbol duration matters, $B_{3dB} \cdot T_s = T_x/T_s$. Conventional faster than Nyquist signaling is for RRC pulses achieved when

$$\frac{T_x}{T_s} > 1 + \beta$$

holds. This method is especially promising for lower order modulation schemes and hence it was also employed with 4-QAM, which seemed feasible for the use with 1-bit quantization in previous investigations.

With roll-off factor $\beta$ and signaling parameter $T_x/T_s \quad (T_x/T_s = 1$ is the conventional signaling case examined in Section V-A) being variable, a three dimensional optimization problem emerges when searching for maximum information rate at any given SNR. Note that the parameter $T_x/T_s$ is the inverse of the parameter $B_{3dB} \cdot T_s$ and thus only values greater than 1 are of interest.

From the numerical results, examples shown in Figure 3 at 5 dB and 25 dB, different observations can be made. First in most of the cases an increase of the roll-off factor improves the information rate. The second result is that the full rate of 2 bits per channel use (bpcu), when using 4-QAM, is achievable for a number of scenarios with $B_{3dB} \cdot T_s < 1$. Such a range exists for 16-QAM as well but is substantially smaller. The maximum achievable rate can, however, be higher than 2 bpcu ($M = 4$), but is more strongly dependent on the SNR and is hence also more susceptible to the additional interference brought by the faster than signaling approach.

Oversampling is especially beneficial in the lower SNR regime and for achieving more than 2 bpcu when using 16-QAM. Note that results for $T_x/T_s < 1$ provide similar results but would require more bandwidth and are therefore not desired for this concept.

Since faster signaling cases are applicable the achievable rate would be higher compared to systems signaling with $T_x = T_s$. Mutual information per channel use as considered before does not account for that performance increase. Therefore an information rate shall be considered that includes the gain of the increased signaling rates.

Figure 4 depicts the 25 dB graphs when applying equation (18) to the results. There is a maximum for each case which is located in the signaling region $T_x/T_s > 1$, meaning that the optimal tradeoff can be achieved by using faster than conventional signaling. 4-QAM can benefit more from faster signaling rates due to its property of being more stable when using 1-bit quantization.

The comparison of the results in Figure 4b shows that for lower signaling values $T_x/T_s$, 16-QAM in combination with oversampling has the higher information rate and that 4-QAM, with or without oversampling, can achieve rates substantially higher than 16-QAM in a certain parameter range.
calculated based on the entropy rates. Consequently, choosing the modulation schemes, whose full information rates are considered to find the combination of the two that has the best system performance. This showed that modulation schemes, whose full information rates are more easily accessible for 1-bit quantization, can benefit more from an increased signaling rate. Consequently, choosing the signaling rate wisely is a simple and efficient method to increase the achievable rate, when considering receivers with low-precision analog-to-digital conversion at the receiver.

Furthermore, a tradeoff between faster signaling rate and information per symbol was considered to find the combination of the two that has the best system performance. This showed that modulation schemes, whose full information rates are more easily accessible for 1-bit quantization, can benefit more from an increased signaling rate. Consequently, choosing the signaling rate wisely is a simple and efficient method to increase the achievable rate, when considering receivers with 1-bit quantization.

APPENDIX

The considered lower bound on the achievable rate can be calculated based on the entropy rates by

$$\lim_{n \to \infty} \frac{1}{n} I(X^n; Y^n) = \lim_{n \to \infty} \frac{1}{n} (H(X^n) - H(X^n|Y^n)).$$

(19)

From the i.i.d. assumption follows that

$$H(X^n) = \sum_{k=1}^{n} H(X_k).$$

Furthermore the equation

$$H(X^n|Y^n) \leq \sum_{k=1}^{n} H(X_k|Y^n) \leq \sum_{k=1}^{n} H(X_k|Y_k)$$

(20)

holds as conditioning can only reduce entropy.

Fig. 4. Information rate per $T_s = 1/B_{\text{sam}}$ interval: (a) 4-QAM and 16-QAM at 25 dB with different roll-offs $\beta$ and different rates $T_s/T_x$, oversampling $M = 4$, filter length 9 symbols; (b) Areas where the respective alphabet is superior. Lower triangle illustrates the faster than Nyquist region.

VI. CONCLUSION

In this paper a communications system with matched filters, 1-bit AD-conversion and oversampling has been considered. Gaussian and RRC filters were applied and their influence on the information rate of such a system was investigated. It has been shown that the information rate can be increased compared to using a rectangular pulse with wideband receiver. Furthermore the applicability of faster than Nyquist signaling for this system was explored. The results reveal that a gain in overall system performance is possible depending on the chosen pulse shape, the SNR and the modulation scheme. Furthermore, a tradeoff between faster signaling rate and information rate per symbol was considered to find the combination of the two that has the best system performance. This showed that modulation schemes, whose full information rates are more easily accessible for 1-bit quantization, can benefit more from an increased signaling rate. Consequently, choosing the signaling rate wisely is a simple and efficient method to increase the achievable rate, when considering receivers with 1-bit quantization.
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